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Presentation outline

• The CIN concept
• The current landscape
• Primary architectural considerations 
• Architectural concepts
• Final thoughts
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The CIN concept – an open architecture
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The CIN concept – information management
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The current landscape

• Multiple network domains, owners and users:  
• Air traffic authorities
• Airlines and aircraft operators
• Data link service providers
• Data services (weather, etc.)

• Multiple incompatible technologies:  
• VHF voice; VDL-2,3,4
• ACARS
• ATN
• FTI
• …

Resistance to Change!
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The current landscape – ACARS

• Aircraft Communication Addressing and Reporting System 
(ACARS) provides air-ground data link services via VHF, 
SatComm and HF
• Only currently widespread air-ground data link
• SatComm-equipped aircraft switch between SatComm and VHF

• “ACARS” can refer to either:
• Messaging function supporting CPDLC and ADS applications
• Routing function gets messages to intended destinations

• Two companies offer ACARS services:
• ARINC GLOBALink and SITA AIRCOM Datalink
• CMS / MU controls preferences for ARINC or SITA
• ARINC / SITA ground equipment queue one another as aircraft 

transitions from one data authority to the next data authority

Resistance to Change!
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The current landscape – ATN

• Aeronautical Telecommunications Network (ATN):
• In development by ICAO for over 15 years
• Provides air-ground and ground-ground communications
• Enhances CPDLC message set and other applications
• Based on modified OSI data communication protocols

• ATN looks nice on paper, but…
• OSI is legacy technology
• Modifications mean nonstandard protocols
• Non-COTS solutions are expensive, insecure and risky
• Focus on air-ground link introduces Layer 3 disconnects
• Mobility based on inter-domain routing convergence

Resistance to Change!
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The current landscape – ATN mobility
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The current landscape – ATN mobility
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The current landscape – FTI
Today’s operating environment

The FTI service delivery model
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The current landscape – summary
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Primary architectural considerations

• Airborne elements:  limited air-ground bandwidth, multiple 
DLSPs, mobility

• Safety of flight:  ultra-high availability
• Multiple voice & data services:  service quality
• Globally accessible:  space-based infrastructure
• Scale:  100K’s of aircraft and K’s of terrestrial nodes
• Security:  authentication, confidentiality, integrity, attack-

resistance, authorization, access control, key management
• Legacy compatibility:  avionics retrofits very expensive
• Multiple levels of onboard equipage
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Architectural concepts – multi-homed mobility

Customer
Subnet

cn1

Mobile
Network

Foreign
Net-1

mnn

Core
Network

Foreign
Net-2

mr

ar2ar1

E1 E2

CoA1 CoA2
HoA1 HoA2

gwha
Home

Network

Prefix = Hnet

Prefix = Mnet



Page 15ICNS_Taylor_052003.ppt 6/4/2003

Architectural concepts – conventional routing
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Architectural concepts – policy-based routing
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Architectural concepts – potential policy-
based routing implementation scenario
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Architectural concepts – current airborne 
network
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Architectural concepts – onboard network
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Architectural concepts – terrestrial network
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Architectural concepts – security reference 
model

Appl
Proxy

SNMP 
Agent

HTTP 
Server

Protected 
Application

Router/
Filter

SNMP/ 
HTTP 
Proxy

Router/
Filter

Other 
Non-IP 

Networks

Security 
Certificate 
Authority

IP Stack

SNMP 
Manager

HTTP 
Client

Security 
Token 
Device

IPSec 
Related 
Modules
(VPN)

Firewall Client End System

Protected 
Network

Outside 
Network

VPN

Other
Server

IPSec 
Related 
Modules

Widely-used standards and technologies!



Page 22ICNS_Taylor_052003.ppt 6/4/2003

Final thoughts

• There are significant issues with current and proposed 
approaches to ATM communications services

• Resistance to change does not help
• An Internet Protocol standards-based approach to end-to-end 

ATM communications leverages the efforts of thousands of 
developers worldwide
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